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THE PROBLEM

overestimate



OUR APPROACH

- Designed for analytics workloads that share resources with HPC workloads
- Dynamic estimation of resources

- Implemented as a Kubernetes scheduler that expects users to enter target
performance rs

- The module monitors performance targets. It increases resources when the
observed performance is smaller than target performance, and it decreases
resources when the opposite happens. If a node runs out of resources,the
module migrates the pod.

/ Dynamic allocation on Big Data workloads improves
collocated HPC runs up to 10%

3 NAS programs:
* CG: Conjugate Gradient
* MG: Multigrid
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* EP: Embarassingly Parallel
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